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Abstract: In teaching and learning languages, error analysis as a methodology has been criticized by many scholars. However, errors have also been noted as an important part of interlanguage which should not be ignored if the aim is to improve learners' language skills. A part of the issues can be solved by using an error-annotated learner corpus for computer-aided error analysis, and one such corpus is being built for Baltic languages. It contains texts written by beginner learners of the second Baltic language (Latvian for Lithuanians and Lithuanian for Latvians), therefore, the variety of language represented in it could be called the Baltic interlanguage. The texts are annotated for errors using an error taxonomy created for Baltic languages. It is an attempt to address one of the main problems in error analysis – inconsistency in error taxonomies. The article shows how the corpus can be used in order to achieve a deeper understanding of factors that affect learning the second Baltic language for adults. Its aim is to describe main methodological steps by exploring the corpus as well as to acknowledge some of its limitations.
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Introduction

It is a truism that learners of a new language unavoidably make errors. There is a widespread methodology for researching them, called error analysis (Ellis, Barkhuizen, 2005). It has been criticized for being too unclear and unreliable to be considered a scientific method (James, 2013), but various scholars still point out that errors are an important part of interlanguage (Granger, 2003a; Ramoniienė, Brazauskiienė, 2012) and that analysing them could give a great insight into language learning processes (Ellis, 1994; Vanhaegendoren, 2002).

Some of the problem areas for error analysis are unclear division or error categories as well as the data not being homogeneous enough to draw any conclusions, and those issues can be solved by creating and using learner corpora (Dagneaux, Denness, 1998). A learner corpus is “an electronic collection of authentic texts produced by foreign or second language learners” (Granger, 2003b, 538). Learner corpora are a relatively new invention, originating in the late 1980s (Granger, 2002). They have evolved from error collections which were comparatively small – the whole volume of one such collection rarely exceeded 2000 words and usually had no more than ten informants (Мальцева, 2011). A good part of learner corpora made nowadays consist of 50 000 – 150 000 words (Мальцева, 2011), and a learner corpus can be considered big if it has approximately 250 000 words or more, such as the learner corpus of English NOSE which contains over 300 000 words (Díaz-Negrillo, 2012).

The greater volume is not the only advantage learner corpora have over error collections. Being digital, they also allow researching various topics – such as lexis, grammar, and, of course, errors – using specialized software which can be useful not only for scholars, but also for teachers of the respective language (Камшилова, 2009).

Just like any other kind of corpora, learner corpora are designed so that texts are collected according to specific criteria (Granger, 2002), therefore, the homogeneity of the data is more easily achieved for the researcher. As for the error classification problems, a solution can be found by error-annotating the learner corpus, therefore making the error types more clear and consistent in order to fit one system (Granger, 2003a). A new publicly accessible error-tagged learner corpus has been made for Latvian and Lithuanian – it includes texts in Latvian that are written by learners of Lithuanian background, and texts in Lithuanian that are written by learners of Latvian background. This makes new kinds of analysis available for investigating learning of Baltic languages.

Usage of a learner corpus is the difference between traditional error analysis and computer-aided error analysis. It has been used by a number of researchers of other languages, especially English (Granger, Tyson, 1996; Gilquin, 2007). The aim of this paper is to explain how computer-aided error analysis can be done in order to investigate the errors made by learners of the second Baltic language. In Baltic studies, the term second Baltic language is used when talking about a person of Baltic (Latvian or
Material

The material studied used in this study is Esam – a learner corpus of the second Baltic language (more information and access to the corpus available online: www.esamkorpus.lv). New material keeps being added to the corpus, and the annotation work is still ongoing, so the results of certain searches may differ at a later phase. Since the material added so far is not yet fully annotated during the time of writing the article, this paper’s objective is not to reveal reliable results about the target language output of learners but rather to show how it can be retrieved and studied.

In order to understand what kind of conclusions can be drawn from the corpus’s data, it is important to describe the texts included in it as well as the profile of the authors. As mentioned before, the corpus Esam includes texts written in Latvian by Latvian learners of Lithuanian background, and texts written in Lithuanian by Lithuanian learners of Latvian background. All of the texts have been a part of their author’s university studies where they have been learning the second Baltic language as one of the study subjects. Currently, there are texts written in 2007–2014 by students of four universities: University of Latvia and Liepaja University in Latvia, and Vilnius University and Vytautas Magnus University in Lithuania. Most of the authors were philology students at the time when the texts were written. Each author signed a permission before their texts were included into the corpus.

The topic of each text was given by the teacher, but learners could also write on different topics if they had previously agreed with their respective teacher. Some more common topics are Me, my family and my friends, My home, My holidays, and My studies. The texts are sometimes graded, but they are written just as a part of study process – the teachers are not given any limitations on what the texts should be about, how long they should be. Such decisions are left to the teachers themselves and not influenced by the prospect of making a corpus. The text collection process did not influence the pedagogical process in any way, and the texts were given to the creator of the corpus only after the end of the semester when they were written.

The length of one text varies from 40 to 500 words – some teachers give requirements on how long the text should be. The title of each text is not counted because it was often given by the teacher, but titles are shown with each text in order to make it more easily understood as well as searchable for users of the corpus. The current size of the corpus is 157 texts and approximately 28 000 tokens, but it is going to increase by the time this article is published, as more texts are already being prepared for adding.

All authors are beginners – the texts included in the corpus were written during the first or second semester of learning the language in question. The first semester is usually intended to give the learner the skills of A1 level according to the Common European Framework of Reference for Languages, while the second semester is supposed to bring it up to A2 level. The actual knowledge level of the students may vary. The language of instruction matches the students’ background language – in Latvia, Lithuanian is taught using Latvian as the language of instruction, while in Lithuania, Latvian is taught using Lithuanian as the language of instruction.

The structure of the texts is rather free. Although a teacher might sometimes have given some more specific requirements on what the text should contain, most of the time the only prompt is the title of the text. The students are also allowed to use any materials – textbooks and dictionaries – when writing the text, and there is no time limit, as this is usually given as a task to be done at home. If a teacher suspects a student of having written the text in another language and used any automatic translation tools or any professional or non-professional human translation services to have it translated, such a text is rejected and not included in the corpus.

Methodology

The current study aims to investigate some features of the Baltic interlanguage – the interlanguage that forms when a speaker of one Baltic language learns the other Baltic language. It especially emphasizes the first steps of computer-aided error analysis – namely, the data collection and annotation criteria – as well as the information retrieval process, to show how the corpus helps in error analysis. Error analysis and computer-aided error analysis as a method has already been described (Ellis, Barkhuizen, 2005;
Dagneaux, Denness, 1998; James, 2013), and error analysis has already been used to describe the Latvian (Žīgure, 1999, Laizāne, 2014, Zujevaitė, Žilinskaitė, 2012) and Lithuanian (Dabašinskienė, Čubajevaitė, 2009) interlanguage. Therefore, the error analysis methodology is not described as a whole, but the added value of the learner corpus and the things that are specific to the corpus *Esam* are discussed in more detail.

**Results and discussion**

The corpus *Esam* runs on TEITOK, a program created by M. Janssen especially for highly specialized annotated corpora (Janssen, 2016). The XML files of the corpus can be downloaded and used with any software that is compatible with the TEI standard. However, the corpus is intended to mainly be used via an online interface which does not require installation of any specialized software. The website’s URL is [www.esamkorpuss.lv](http://www.esamkorpuss.lv). The user of the corpus does not have to register or provide any data in order to be able to access it. The corpus is annotated in four levels:

- syntactical level – sentences are marked and annotated for sentence types;
- morphological level – the words used in the texts are annotated for parts of speech;
- lexical level – the corpus is lemmatized;
- error annotation – the texts are corrected, and errors are annotated for error types.

The error classification used in this corpus is shown in Table 1. It shows the types of errors distinguished as well as the attributes given to those specific error types. The attributes are included into the annotation tags, and that makes it possible to retrieve errors marked as a specific type.

**Table 6**

<table>
<thead>
<tr>
<th>Error type</th>
<th>Attribute</th>
<th>Error subtype</th>
<th>Attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td>Form</td>
<td>F</td>
<td>Agglutination</td>
<td>FK</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Upper / lower case</td>
<td>FL</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Diacritics</td>
<td>FD</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Other spelling errors (including typos)</td>
<td>FP</td>
</tr>
<tr>
<td>Morfoloģija un vārddarināšana</td>
<td>M</td>
<td>Derivation</td>
<td>MA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Compounding</td>
<td>MS</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inflection</td>
<td>ML</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gender</td>
<td>MD</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Number</td>
<td>MN</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Definite / indefinite ending</td>
<td>MG</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Degree of comparison</td>
<td>MQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Person</td>
<td>MP</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tense</td>
<td>MT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mood</td>
<td>MI</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Voice</td>
<td>MK</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reflexivity</td>
<td>MR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Participle confusion</td>
<td>MV</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Perfective</td>
<td>MB</td>
</tr>
<tr>
<td>Sintakse</td>
<td>S</td>
<td>Word order</td>
<td>SV</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Word missing</td>
<td>SI</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Word redundant</td>
<td>SL</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cohesion</td>
<td>SS</td>
</tr>
<tr>
<td>Leksika</td>
<td>L</td>
<td>Meaning</td>
<td>LN</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Compatibility</td>
<td>LV</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Stable phrase</td>
<td>LS</td>
</tr>
<tr>
<td>Interpunkcija</td>
<td>I</td>
<td>Punctuation confusion</td>
<td>IN</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Punctuation redundant</td>
<td>IL</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Punctuation missing</td>
<td>IT</td>
</tr>
</tbody>
</table>
Descriptions and examples of the error types given in table one are not given here due to confinements of space; they will be discussed in another article. The corpus offers two kinds of search: simple and advanced. Although it is possible to search for annotations in the simple search form, it is easier to do using the options offered in advanced search view (Figure 1). TEITOK uses a search system that allows using various wildcards (Evert, 2009), but the advanced search, especially the Word search view, can offer a more user-friendly interface for some of the features.

Figure 1. The view of advanced search.

The simplest way to look for certain errors is to write the specific code – attribute from the Table 1 into the error tag field. In addition, it is possible to choose other options, such as the language of the texts to be searched, the semester in which the searched texts should have been written, or the type of the sentences in which the search should be done. Also, there is an option to add more specific criteria to the token itself: one could search for, e. g., inflection errors in pronouns by writing the pronouns’ attribute p into the POS tag field while inserting the ML attribute for inflection errors into the error tag field.

Figure 2. The view of search results.
If there is a need to look for a whole error type rather than subtype, that can be done as well. In order to do that, one has to change the search method of the `error tag` field from `matches to starts with`, and insert only the attribute of the whole error type – e.g. for punctuation errors, that would be `I`. Figure 2 shows some of the results for such a query.

As it can be seen, the program has created the query syntax itself, and the results are given centered around the place that is marked as erroneous. One can easily switch from the original (`transcription`) to the `corrected form` in order to see how the error was corrected. If desired, one can also view the error tags to see how exactly each of the errors has been labelled. This makes it possible to review and work with the material even if the user of the corpus does not fully agree with the corrections done by the annotators.

There is a `context` option on the left side of each result. That opens a whole text view which enables the user of the corpus to analyse the results more thoroughly if the current view does not give enough information. The corpus also offers some options of sorting the results to get the frequencies of certain groups of results (Figure 3).

![Figure 3. Search results: frequency options.](image)

This kind of sorting does not show each separate sort result but gives some quantitative data on the types of results based on the specific query. Figure 4 shows an example where the initial search is for all errors (search query: `[error=".+"] within text`) and the following sort shows how many examples belong to each kind of errors (sort query: `group Matches match error`).

![Figure 4. Search results: frequency information (top part only).](image)

One thing that the corpus does not offer, is statistical calculations. It gives the number of results and percentage for each specific query, but it will not calculate statistical significance or any other statistical measures. If a researcher wishes to work more with quantitative methods, the calculations have to be done separately either with the help of some other software, or by the researcher him/herself.
Once the results are shown, the rest is left to the researcher – any other qualitative or quantitative descriptions are beyond the automatic tool’s capabilities. The conclusions should be drawn carefully, as the corpus does not have enough data to describe the whole Baltic interlanguage. However, it includes a relatively large portion of it, especially at the beginner’s level university students, since the corpus has been created in collaboration with a good part of the universities where the second Baltic language is being taught.

The most urgent following research would probably be an overview of the more common errors which would be helpful for the creators of new learning and teaching materials and textbooks. It would also provide information on the necessary updates in dictionaries, since some cases of words used in the wrong meaning seem to originate from not having enough explanation in dictionaries used by the students.

The corpus is also continually being updated with new material. In the future, it is possible to create a comparable corpus of texts written by students from other backgrounds which could help researchers understand which errors are more (or less) likely to be made by students of specific background and which seem to be more universal.

Conclusions

Scholars have been discussing errors that appear in the interlanguage of learners of Latvian and Lithuanian, but the research has been somewhat inconsistent. Challenges posed by error taxonomy and (non-)homogeneity of the data have undermined advances in this field so far.

The learner corpus Esam offers new insights into learning Baltic languages in two dimensions: first, it makes actual data available to anyone willing to research the topic even if those people are not involved in the teaching process themselves. Second, it gives more ground to error analysis for Latvian and Lithuanian which can not only help understand the learning processes, but also shed some more light on the similarities and differences between the structures of the languages themselves. Thus, error analysis turns into computer-aided error analysis.

The search and sort examples given in this article do not reflect the Baltic interlanguage because not much of the corpus has been annotated when this article is written. By the time it is published, the same queries will give much more extensive and reliable results.
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